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The  key theme for the year was addressing long-standing risks.  A strategic move to giving Computing Services full responsibility for the campus network was given initial support through HEFCE infrastructure funds and within the Computing Services budget.  Overloaded and unreliable data networks in several University buildings have represented a serious risk to University business.  Networks within buildings had been the responsibility of the resident departments and sections, with Computing Services being funded to provide a reliable network link to each building.  Computing Services has argued for remedying this situation for several years and thanks to a HEFCE grant of £380,000, was able to begin a 2-year project  to replace and upgrade poor quality building networks.  Through this grant and a newly-funded post, Computing Services will now be able to take responsibility for data networking within buildings and ensure that every building has a network capable of supporting the University’s business.

A project team was formed to plan and implement the network improvements.  The project team consults with departments, sections, Estates and other relevant stakeholders in producing a detailed schedule of works.  

Following the initial 2-year project, a rolling programme of network replacements and upgrades will be sustained as a core service, subject to budget allocations in future years.

Several other risk priorities were addressed in the year.  One, the risk posed by 20-year-old computer room air conditioning turns out to have been dealt with just in time!  The work had been delayed by previous uncertainty over the future of the Haslegrave machine room and was further delayed by asbestos removal work which had to be completed before air conditioning replacement could commence.  The antique air conditioning system failed while the asbestos removal work was in progress.  Although it was temporarily restored, it was decided to hire temporary air conditioning to fend off a possible catastrophic loss of service.  Installation of the permanent replacement air conditioning plant was completed in September 2002 and the new system has sufficient redundancy to cope with failure of any one of the four units.  

A bid within the 2003/4 budget for funding to establish a new post to provide enhanced security services was successful; I look forward to reporting on security service developments in the next annual report. 

The Computing Services web site was redesigned to provide much easier access to service information and also now provides a much broader range of service information.  Accessibility for users with disabilities was also enhanced.

Looking forward to 2003/4, we aim to address further risks to service in a prioritized fashion and to work with the Faculties to further reduce risk and increase efficiency by consolidating the adoption of university-wide standards in IT.

Of course, there were developments in many other areas and these are given in the highlights below from each service team.

Finally, I’d like to thank the staff of Computing Services for their continued dedication to providing high quality services to our users throughout the university.

Projects Completed During the Year

The following projects were completed during the year.

	Project name
	Code
	Completion date

	Staff Development server
	SS203
	29-Aug-02

	FLA server replacement
	SS101
	29-Aug-02

	Implement Backup SLA
	SD003
	12-Sep-02

	SLA 2002/3
	CS101
	17-Sep-02

	Review of consumable sales
	CS104
	25-Sep-02

	Hall service summer upgrade 2002
	SD106
	3-Oct-02

	Comp Services Website redesign
	CS103
	31-Oct-02

	Printer network connection 
	SD101
	12-Nov-02

	Registration upgrade
	SY901
	17-May-04

	Machine room refurbishment
	IN006
	22-Jan-03

	Labs 2002 Summer Upgrade
	CS102
	6-Feb-03

	Remedy Server Upgrade
	CS905
	6-Feb-03

	Browser and email client upgrade
	IN102
	6-Feb-03

	Email router upgrades
	IS203
	10-Mar-03

	Authentication / Directory Services
	SD104
	20-Mar-03

	Withdrawal of Office NT services
	
	20-May-03

	Email backup
	IN103
	12-Jun-03


Services

Customer Support

This year saw the Customer Support Team operating in its new configuration, emphasising the unity of the Help Desk, whether dealing with customers in person, on the phone or via e-mail.  The volume of business remained high but was dealt with by a much leaner level of core staffing, whose commitment to our customers is laudable.  The consumable sales service was rationalized from the beginning of the year, allowing a greater focus to be placed on supporting the use of our services.  At the beginning of the year, the new style Computing Services web pages were launched, following a significant redesign and the development of a new structure, based on customer needs, rather than service structure.  An increasing amount of information is being made available via the web.  IT training remains an important activity, although course attendance at mainstream courses continues to decline.  This is an issue that we are addressing in partnership with Professional
Development.
ISSS

The year brought many changes to the email service, including an essential expansion of email storage to 2 TB for staff and 1.5 TB for students, the introduction of new campus email routers and a complete change of staffing! 

To deal with the ever increasing volume of spam and to protect the university from email-borne viruses, spam and virus filtering was introduced into the email service following a user survey and consultation exercises. The email service also began a project to update the staff and student web mail services.

In the summer of 2002, Internet Explorer 6 and Outlook Express were introduced across the University by the browser and email client upgrade project.

On the Learn front April brought a new member of staff, Matthew Hunt, to work on developing the system. He carried out a user survey of all staff and students to help determine priorities for development and began adding requested features. Learn-related activities included the development and introduction of a new version of the RAPID project's software.

Extensive user registration system work was carried out as part of the Active Directory implementation, Student Filestore and Staff Filestore projects. During the year a registration upgrade project also delivered a batch of improvements to the core of the user registration system.

The group was also heavily involved in the High Performance Computing and Visualisation Centre's equipment selection, purchase and acceptance testing activities.
PC Labs and Applications

In October 2002 an improved Windows 2000 implementation of the PC Lab model was delivered under the project management of Matt Cook. The team then started work on a new lab model for 2003/4 which would remove Novell Netware dependency and make several further improvements.

The Microsoft Campus site licence agreement was renewed for one year under Campus 2.0 while preparing for the transition to Campus 3.1. On August 1st 2003 the university subscribed  to Campus 3.1 for a 3 year period.  This continues to provide good value access to Microsoft software in addition to guaranteeing that staff are using legally-licenced software.

Network Infrastructure

A major activity for the team was planning the programme to refurbish poor-quality networks in university buildings.  This activity was prioritised by a steering group.  In addition, a new service was launched for networking non-academic organisations on and around campus.  These organisations may not be connected to the internet via Janet and solutions were procured and put in place as a service, initially for the Innovation Centre and subsequently for the Technology Centre, resolving some legacy issues there.  The principles behind this new service position Computing Services well to support expanding university “third leg” activities.

Improvements to the resilience of network routing were also made and the core network was upgraded from 1 Gbit/s to 2 Gbit/s to meet growth in demand throughout the university.

The networking service in student halls of residence, HallNet saw a continuing growth in subscribed users, combined with a decrease in problem reports compared with the previous year.  The hall network availability was at its highest level in the service’s history at 99.99%availability with no major outages during the year.  Bandwidth management was introduced in order to control the potentially damaging high levels of demand whilst retaining good overall customer service.

Staff PC Services

The Windows 2000 Staff Desktop Service was improved by the addition of a Desktop Backup utility enabling staff to create a zipped archive of their documents, contacts and favourites in case of hardware failure and enabling IT staff to more easily move staff users to new PCs.

As part of an on-going commitment to containing IT support costs within the University, the team has worked closely with the University's IT purchasing group and preferred PC suppliers, in ensuring that PCs are available to purchase with the University's Windows 2000 Staff Desktop Service pre-installed. These PCs require only minimal configuration at the University end, cutting installation time of a new PC from around 3 hours to around 20 minutes 

As part of a charged service, the team formed good relationships with various external organisations on campus through support of their IT and worked hard with several sections and departments of the University to provide IT support on an on-going and 'cover' basis.

Throughout the year the team worked to remove dependencies on the legacy Netware services, to ensure staff dependence on Windows 95 was minimal so that departments were ready for its withdrawal and has maintained the security of the Windows 2000 Staff Desktop Service via effective patching and virus protection in conjunction with the Systems Service Team.

Systems Services 

The GPAS charged printing system was replaced by a system based on PCounter software.  An upgrade was necessary to remove dependencies on legacy systems, to retain supplier support, and improve the system.  The PCounter system was brought into service in June 2003 supporting, Windows, Unix and Mac OSX computers.

An additional backup robot was acquired in June 2002, taking the capacity from 3Tbyte to 10Tbyte.  The space originally agreed to house the backup tape library robot was reallocated to another department, leaving the robot without a satisfactory location.  For a few months, we were in the high risk position of housing the robot adjacent to the Haslegrave machine room, backing up servers within that room. Alternative space was finally located and approved in the base of Towers. While the building work was progressing, the Innovation Centre kindly agreed to house the robot temporarily in a secure plant room.  (The robot moved from the Haslegrave to the Innovation Centre in February 2003). We are very grateful for the co-operation of the Innovation Centre. A second new robot was acquired (July 2003 and commissioned in Towers) and the first one enhanced, doubling the overall capacity, from 10Tbyte to 20Tbyte. 

The year also saw the inception of a project to roll out the Active Directory throughout the University, broadening the scope of the work begun in support of the new student filestore service. This service was ready for October 2002 and is in use by all students and provides a new facility for group filestore for students and lecturers.  The main work remaining is to provide a new service for student web page creation and to provide off-campus access to the student filestore.

The staff filestore was replaced in summer 2003 increasing available file space from approximately 160Gbyte to 1Tbyte. Authentication will be initially via the Novell NDS and then migrate to Active Directory with Staff Desktop services.

A new service was offered by SST to provide varying levels of server support for third party groups, including hosting and managing servers. This service is offered to ensure that servers are managed to a high standard to ensure that the University network is not compromised, and that University information is secure. This service has proved popular with departments and is expected to be a significant growth area.

SST was also active in supporting CIS in implementing the new HR system.

Finally, throughout the year, work was progressing to phase out dependency on Novell Netware, in preparation for a full removal around December 2003.

Telephone Service

A programme to upgrade the current telephone exchange equipment to meet with continuing growth was started and will be completed in 2003/4.  It is anticipated that further growth will be based around new technologies.

Finance

	Income
	
	

	University Budget Allocation
	£1,832,771
	

	Additional Allocation
	£38,212
	

	Capital Brought Forward
	£58,071
	

	Department Earnt Internal Income
	£764,562
	

	Department Earnt External Income
	£445,269
	

	Total Income
	£3,138,885
	

	
	
	

	Staff Expenditure
	
	

	Core Funded Salary Expenditure
	£1,239,483
	

	HallNet Contribution to Core Funded Salary
	£40,000
	

	Non-Core Funded Salary Expenditure
	£63,410
	

	
	£1,342,893
	

	
	
	

	Non-Staff Expenditure
	
	

	Department Recurrent
	£905,457
	

	Department Capital
	£573,658
	

	HallNet  
	£160,809
	

	HallNet Transfer to Savings
	£134,332
	

	
	£1,774,256
	

	
	
	

	Total Expenditure
	£3,117,149
	

	
	
	

	Year End Balance
	£21,736
	Credit


External Funding

· HEFCE infrastructure funding of £380,000 for a 2-year network improvement project.

· JISC funding of £20,000 for an Email records management investigation project.

· JISC funding for Loughborough’s national web cache activities ended with the successful conclusion of the project.

Staffing

In September 2002, Debbie Eagle moved from the telephone exchange to fill a vacancy in the  Central Support and Accounts team.  Jane Drake joined Customer Support as a part-time Customer Support Assistant.  Two placement students, Manjinder Loyal and Tasleem Aslam, left to continue their studies.  Alan Greenwood, a placement student, joined Staff PC Services.  

In October 2002, Sue Szychowski increased her part-time hours to replace the duties previously covered by Debbie Eagle in the telephone exchange.

In December 2002, Mark Newall joined the Systems Services Team in a new HallNet security post, fully funded by income from students in halls of residence.

Also in December, Alan Buxey joined the Network and infrastructure team to enable Computing Services to take on the extra workload for networking within buildings.

At the end of 2002, Janet Harris retired as telephone manager after many years of  service.  Finally, in June, Michael Norris joined the department in a temporary post, funded by JISC, to work on email records management and archiving.

Brian Negus was elected chair of the East Midlands Metropolitan Area Network Management Committee and attends EMMAN Board meetings in that capacity.  He also accepted an invitation to serve on the Leicester Shire Strategic Economic Partnership IT theme group.  Brian is also a member of the East Midlands Universities Association IT sub-group (EMUIT) and represented this group on the Librarian’s group for a period.  

Dave Temple is a member of the EMMAN Management Committee and also serves on its technical advisory group.  

In March 2003 Carys Thomas completed her term as Secretary of UCISA.  She continued to serve as a member of the UCISA Statistics Working Party and, in March 2003,  took over as the UCISA representative on the joint SCONUL/ UCISA Working Group on Quality Assurance.   

Bob Haskins is a member of Loughborough AUT Committee, a member of Siemens DX Users' Association, a member of the Major Energy User Council Steering Group (Data Communications) and of the university Health, Safety and Environmental Committee.  

Rob Kirkwood is a member of UCISA-TLIG Advisory Services Group, the ATHENS Site Representative, the Beilstein Crossfire Technical Contact, the Data Archive Organisational Representative, a member of Manchester Computing National Services Representatives Committee and Chair of the Manchester Midlands Liaison Committee.  He was elected member of University Equal Opportunities Committee and is a member of Loughborough AUT Committee.  

Bruce Scott is the university’s CHEST representative and is also the Royal and Ancient Bursary Administrator for the Golfing Scholars of the university.

User Satisfaction Survey

The staff user satisfaction survey was conducted in June 2003.

The results are at

http://www.lboro.ac.uk/computing/info/staff-user-survey-2003.pdf
Service Statistics and Performance Measures 2002-2003

	Performance Measure
	2000/1
	2001/2
	2002/3


	Computer Aided Engineering

	Number of Sun CAE workstations
	60
	60
	65

	Number of Sun CAE servers managed
	2
	2
	2

	Availability of CAE servers
	99.9%
	99.9%
	99.35%


	Electronic Mail

	Total deliveries (number of messages) on Staff Post Office server
	11,027,254
	17,897,915
	31,664,108

	Total delivery volume (Mbytes of data) on Staff Post Office server
	321,391
	693,388
	962,680

	Number of e-mail users on the Staff Post Office server
	5,006
	5,128
	5,275

	Total deliveries (no of messages) on Student Post Office server
	6,681,096
	7,328,227
	10,026,003

	Total delivery volume (Mbytes of data) on Student Post Office server
	336,342
	330,554
	473,690

	Number of e-mail users on the Student Post Office server
	15,131
	14,595
	15,032

	Total number of mailing lists supported (all types)
	5,949
	6,417
	7,647

	Total number of deliveries on both e-mail routers (no of messages)

	17,753,122
	11,526,164
	17,473,802

	Total volume of deliveries on both e-mail routers (Mbytes of data)
	391,903
	456,874
	704,350

	Number of different e-mail domains managed
	50
	52
	71


	Backup and Restore

	Number of backup client machines (average)
	
	92
	74


	Number of gigabytes held on backup media

(average)
	
	1,388
	1,367

	Number of full backups per client (average)
	
	2.1
	2.7



	Student Hall Service

	Number of Rooms
	4,883 
	4,787
	4,809

	Number of data/network points
	5,196
	5,128
	4,809

	Number of students registered for the service at

the end of the first term
	n/a
	2,741 (63%)
	3,640 (76%)


	Performance Measure
	2000/1
	2001/2
	2002/3


	PC Labs Service

	No of Computing Services PC labs per site (east, central, west, all)
	2, 4, 2, 8
	2, 4, 2, 8
	2, 4, 2, 8

	No of Computing Services lab PCs per site (east, central, west, all)
	64, 133, 76, 273
	64, 133, 76, 273
	64, 133, 76, 273

	Number of Computing Services Open access PC seats.
	18
	18
	18

	No seats using Computing Services file servers within departments 
	365
	483
	569

	Number of seats using PC lab model within the departments
	484
	580
	569

	Average age of a Lab machine calculated after the summer upgrade 
	1.34 years
	.97 years
	1.27 years


	Staff Desktop Service

	Staff Desktop Windows 2000 registered users – 

March 2003
	
	n/a
	1,468

	PCs supported under charged service – 

March 2003
	
	n/a
	107


	Printing


	Numbers of print jobs over the year on charged monochrome printers operated by Computing Services 
	169,859
	
	160,343

	Numbers of pages printed over the year on charged monochrome printers operated by Computing Services
	
	
	515,984

	Total number of pages printed over the year on charged colour printers operated by Computing Services up to and including A3 size 
	
	
	6,238

	Number of A0 print jobs on plain and photographic quality paper
	
	
	3,874

	Total revenue collected via the print charging mechanism
	
	£74,128
	£74,163

	Number of charged printers operated by Computing Services - March 2003
	
	
	12

	Number of charged printers operated by other departments - March 2003
	
	
	30


	Customer Support

	Number of induction sessions provided
	22
	23
	22

	Depts. for which induction sessions provided
	20
	20
	19

	Number of staff development IT course attendances

	682
	1241 person-hrs, 144 trainer hrs
	746 person-hrs, 110 trainer hrs

	Phone calls to 2321 (i.e. faults) per week, 
	127
	112
	112

	... of which, unanswered or engaged during open hours
	6
	7
	11

	... and out of hours, answering machine
	11
	9
	10


	Performance Measure
	2000/1
	2001/2
	2002/3


	Customer Support (cont.)

	Phone calls to 2320 (general enquiries) per week,
	277
	212
	219

	... of which, unanswered or engaged during open hours
	15
	37
	45

	... and out of hours, answering machine
	6
	9
	18

	Total help desk cases reported per month
	118
	117
	256

	Income from sale of consumables to staff and students

	
	£51,299
	£19,869


	User Resource and Access Management

	Number of registered users
	17,891 

(Feb 2002)
	19,547

(Mar 2003)
	21, 012 

(Jan 2004)

	Number of “satellite” systems holding centrally-derived registration data
	11
	11
	11

	Number of internal AUP disciplinary incidents
	17
	46
	95



	Server Hosting and Management

	Servers fully managed (excluding hosting)
	n/a
	n/a
	5

	Servers hosted
	n/a
	n/a
	3

	Fully supported Operating Systems
	n/a
	n/a
	4


	Filestore

	Used/available for individual staff
	n/a
	n/a
	50/85Gb

	Used/available for individual students
	n/a
	n/a
	140/1024Gb

	Used/available for shared staff use
	n/a
	n/a
	41/95Gb

	Number of shared staff areas set up
	n/a
	n/a
	60

	Used/available for group (staff and student) use
	n/a
	n/a
	7/57Gb

	Number of group areas set up
	n/a
	n/a
	8


	Software

	Number of applications installed ...
	
	
	

	... on CAE Sun cluster
	16
	17
	19

	... in PC labs
	46
	51
	51

	... on computational server
	10
	8
	9


	Information and Publicity

	Number of Web pages supported
	500+
	500+
	700+

	Number of printed Guides supported
	30
	34
	66


	Telephone Services

	System alterations not requiring engineering work
	
	250
	405

	New extensions and physical wiring moves
	
	216
	209


	Performance Measure
	2000/1
	2001/2
	2002/3


	Generic Web Services

	… for the Main Web Service

	Average object fetches per day
	347,900
	591,996
	917,509

	Peak object fetches per day
	951,372
	1,125,202
	1,691,520

	Availability
	See below
	100%
	99.9%

	Registered authors
	132
	160
	189

	… for the Staff Homepage Service

	Object fetches per day (average)

	8,000
	14,948
	10,847

	Authors
	263
	281
	308

	…for the Student Homepage Service

	Object fetches per day (average)
	7,900
	7,890
	16,781

	Authors
	686
	812
	909

	Service availability
	99.4% for working hours,  99.9% over all hours
	99%
	100%


	Intranet

	Authoring-enabled user accounts
	464
	688
	851

	Object fetches per day (average)
	300
	1,626
	1,656

	Service availability
	99.4%
	100%
	99.8%


	Online Teaching and Learning

	Number of modules publishing on Learn server
	837
	965
	1,066

	Average objects fetched per day
	25,309
	41,672
	67,228

	Service availability
	99.4%
	99.8%
	99.8%


	Network Services

	Number of academic and service buildings connected
	64 University buildings plus 5 external client buildings.
	67 University buildings plus 5 external client buildings.
	70 University buildings plus 7 external client buildings.

	Number of residential blocks connected
	299
	299
	293

	Number of pool rooms
	
	73
	73

	Number of cables in the ground
	299
	336
	344

	Network infrastructure fully available five working days from request
	
	100%
	100%

	Required new internal building cabling available 25 working days from request (35 if quotes needed) 
	
	>95%
	>95%

	Required new internal cabling and/or new infrastructure to building available 35 working days from request
	
	>95%
	>95%


Footnotes

� This figure is affected by changes over the years in the role of the email routers in moving messages between servers internally to the University.


� The decline in backup clients followed the introduction of charging for non-core backup services.


� A new backup robot was brought into service during the year to provide the necessary service capacity. This figure is an average for the year.


� A new printing service was introduced during 2002-3.  The data presented is that collected through the new system from October 2002 to July 2003; subsequent to the publication of the 2001/2 figures, it has been discovered that was an error in the collection methodology, hence they have been removed from this report.


� The reduced attendance for courses reflects the increased pressure on staff time and the fact that there were no major rollouts of new services for 2002-3.


� The scope of consumable scales was greatly reduced prior to 2002-3: it became limited to individual cash sales.


� This figure does not reflect a widespread increase in problems to deal with, rather it is an indication of the fact that Computing Services is increasingly able to deal with a wide variety of routine but nonetheless important AUP cases.


� The reduced use of the staff home pages reflects the relative difficulty in making useful web material available via the old “staffi service”, which has now been superseded.
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